Classifying tissue samples from measurements on cells with within-class tissue sample heterogeneity
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SUMMARY

We consider here the problem of classifying a macro-level object based on measurements of embedded (micro-level) observations within each object, for example, classifying a patient based on measurements on a collection of a random number of their cells. Classification problems with this hierarchical, nested structure have not received the same statistical understanding as the general classification problem. Some heuristic approaches have been developed and a few authors have proposed formal statistical models. We focus on the problem where heterogeneity exists between the macro-level objects within a class. We propose a model-based statistical methodology that models the log-odds of the macro-level object belonging to a class using a latent-class variable model to account for this heterogeneity. The latent classes are estimated by clustering the macro-level object density estimates. We apply this method to the detection of patients with cervical neoplasia based on quantitative cytology measurements on cells in a Papanicolaou smear. Quantitative cytology is much cheaper and potentially can take less time than the current standard of care. The results show that the automated quantitative cytology using the proposed method is roughly equivalent to clinical cytopathology and shows significant improvement over a statistical model that does not account for the heterogeneity of the data.
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1. INTRODUCTION

To motivate the class of problems we address in this manuscript, we consider the following application. We wish to classify patients as having or not having disease based on measurements on their cells. We can
consider each patient as being a population and the cells as members of the population, where our goal is to classify the populations based on the member measurements. We will refer to the unit that we want to classify (patients or populations) as the “macro-level” and the unit on which the measurements are made (cells or members) as the “micro-level,” which are nested within the macro-level units. Thus, we are faced with a problem of making macro-level classification based on micro-level measurements and an inherent mismatch in classification goals.

Although the methodology developed has many applications, we illustrate with the detection of cervical neoplasia (cancer and precancer) from a cervicovaginal smear. Cervical cancer is a preventable disease if detected early. Thus, screening is the key to fighting this disease. Cervical cancer screening aims to determine whether the patient should receive a biopsy. Using information at the cellular level, the goal is to classify the patient’s entire tissue sample rather than just the individual cells. The current screening process suffers from insufficient numbers of trained cytotechnologists (especially in developing countries) and a high cost, which may deter use. The need for a more objective and accurate method has spawned the field of quantitative cytology, which quantifies the characteristics of cells for automated classification of the tissue sample.

Quantitative cytology could prove useful in other organ sites. For example, quantitative measurements of cell nuclei from fine needle aspirates have been used for breast cancer diagnosis (Mangasarian and others, 1995). Additionally, dentists are considering diagnosis using brushing of cells or mouthwashes (Sciubba, 1999; Christian, 2002; Boutaga and others, 2007). The goal will be to automatically diagnose the patient based on the collection of their cells. Other potential applications of the proposed methodology include flow cytometric measurements, periodontal research, classification of schools based on student test scores (Texas Schools Project, 2009, http://www.utdallas.edu/research/tsp-erc/index.html.), and classification of cities based on a sample of residents.

There is limited statistical understanding of the best approach for such a classification problem (Tsybrovskyy and Berghold, 2003a; Schulerud and others, 1998). There have been 3 general approaches (i) classify the micro-level observations and use an ad hoc approach to classify the macro-level (Assailly and Zhang, 1989; Grohs and Husain, 1994; Korbelik and others, 1993), (ii) extract macro-level features from the micro-level measurements (Thiran and Macq, 1996; Lugli and others, 2007; Bashashati and Brinkman, 2009), and (3) use a statistical model that accounts for the nested structure of the data (Cadez and others, 1999; Swartz and others, 2005). Tsybrovskyy and Berghold (1999) showed that ignoring the macro-level as unit of analysis leads to an increase in bias and falsely lowered $p$-values. A multilevel or hierarchical method is the best approach to this problem, yet methods for classification have not been well developed—see also Tsybrovskyy and Berghold (2003a). If the problem is simplified by selecting only one kind of statistical unit, using the patient as the unit of analysis is the only way to avoid biased $p$-values. Nested analysis of variance (ANOVA) models have been applied to macro-level classification problems (Bartels, 1982), but classical nested ANOVA has many limitations including the handling of multivariate data (Tsybrovskyy and Berghold, 2003b).

Using a statistical modeling approach, Swartz and others (2005) tackled the macro-level classification problem by obtaining estimates for the posterior log-odds of disease given the observed features at the micro-level and then combining those estimates to calculate the posterior log-odds of disease at the macro-level. With this cumulative log-odds (CLO) approach, they were able to use a high-dimensional feature set and avoid the ad hoc aspect of previous attempts. One of the assumptions in their method was independence and a common density of the feature vectors given the disease state. However, this assumption can be violated if between-patient variability causes heterogeneous populations. This can lead to different densities of the feature vector given the disease state.

Cadez and others (1999) used a hierarchical Bayesian model with 2 levels, first modeling the multivariate distribution at the micro-level with a mixture model, and then modeling the probability at the macro-level for each class. They did not address the case of heterogeneous data.
We give background on cervical neoplasia screening in Section 2, describe the CLO method in Section 3, propose an extension of that method for use with heterogeneous data in Section 4, present a simulation example comparing the proposed method latent-class cumulative log-odds (LACLO) to the CLO method in Section 5.1, present the results of using LACLO on real data Section 5.4, and discuss the results in Section 6.

2. CERVICAL NEOPLASIA SCREENING

Usage of Papanicolaou smears prevents cervical cancer by identifying premalignant lesions before they progress to invasive cancer. It uses a sample of cells from a patient’s cervix that is examined under a microscope by a pathologist looking for dysplastic cells. Each sample is assigned a cytologic category, defined as either cancer, high-grade, low-grade, atypical squamous cells of undetermined significance (ASCUS), or negative. If the Papanicolaou smear is ASCUS or worse, a colposcopically directed biopsy is performed and the patient is treated if the histology result from the examination of the biopsy tissue is high-grade or worse.

It is important to have an easy means of conducting cervical cancer screening, especially in developing countries where resources and trained cytotechnologists (technologists who examine the cells microscopically for abnormalities) are scarce. Grohs and Husain (1994) proposed several approaches for controlling and potentially eradicating cervical cancer including the automation of any or all of the usual methods of performing Papanicolaou smears. The existing process suffers from much interobserver disagreement (Stoler and Schiffman, 2001). If we are to continue the use of the Papanicolaou smear as the primary method of screening, the need to increase the numbers of cytopathologists in the developing world is imperative. Nigeria’s screening system illustrates this problem. I. F. Adewole, Professor of Obstetrics and Gynecology at the University of Ibadan, estimates that there are only about 12 trained cytopathologists for approximately 50 million women at risk, according to data from the Medical and Dental Council of Nigeria.

A way of automating the Papanicolaou smear process is through the use of quantitative cytology—classification of the sample from quantitative data obtained by measuring features on cell images. Details of the system used in this study are described in Section A.1 of the supplementary material available at Biostatistics online.

In a number of analyses, several features appear repeatedly as being predictive for dysplastic cells. One such feature, DNA index, correlates well with disease (Yamal and others, 2004; Guillaud and others, 2006; Johnson and others, 1985; Sun and others, 2005), and is thus the focus in our analysis. DNA index is an approximate measure of the amount of nuclear DNA in the cell. The Feulgen stain used only stains the DNA in the nucleus and not the mitochondrial DNA. An increase in DNA index indicates either (i) that the normal cell is undergoing mitosis in which the amount of DNA chromatin will increase up to 2-fold followed by splitting into 2 cells or (ii) that the cell in question is actually an abnormal cell. A normal cell is expected to have a DNA index of around 1, and a cell that is about to split, around 2. If we observe a cell that has a DNA index much higher than 2, that cell is almost certainly aneuploid (having either fewer or more than the normal number of chromosomes), though not necessarily dysplastic—see Griffiths (1999) for details.

Details on the study design can be found in Cantor and others (2011). In our data, there were an average of around 2600 cells per patient (minimum 43, first quartile 1848, median 2717, third quartile 3662, and maximum 6569) and 56% of patients had all normal biopsies. Biopsies were taken from colposcopically identified abnormal sites, if the patient had colposcopic abnormalities, and 1 or 2 normal sites. A patient’s histology was defined to be the worst histologic grade for all of their biopsies. The patient’s histology, taken on all patients, was regarded as our gold standard.

For all analyses presented in this manuscript, we will dichotomize the disease status of the patient—class 1 is defined as a histological grade of high-grade disease or worse, and class 0 is defined as a...
histological grade of low-grade disease or normal. We aim to predict the class (0 or 1) using this automated technology. We want to avoid overtreatment both because of possible adverse treatment effects and cost. Low-grade patients are followed in Canada and not treated. In the US, low-grade patients are not treated unless either the patients request treatment (because of great worry) or because the colposcopy is suspicious.

The comparison to the Papanicolaou smear accuracy was performed using receiver operating characteristic (ROC) analysis. A summary of the ROC curve across all thresholds is the area under the ROC curve (AUC); however, the AUC summarizes the information over areas of the ROC curve that are clinically not important, such as areas with low specificity. To focus on areas of clinical relevance, we calculate the area under a part of the ROC curve. The partial AUC is defined to be the area under the curve in a defined interval of either sensitivity or specificity, as discussed in Dodd and Pepe (2003). We used the interval between 80% and 100% specificity and used the partial AUC to compare the methods. We averaged the partial AUC over the interval by dividing by the length of the interval. We also compared methods by their sensitivity when the specificity was set at 90%.

In the process of selecting the best classifier, problems may result from overtraining—so that it works well on the data set that it was trained on but poorly on an independent data set. One solution is to use cross validation to obtain unbiased estimates of the classifier’s performance. Hastie and others (2001) suggested that if there are sufficient data, the data can be divided into 3 sets: training, validation, and test sets. We chose to sample proportions of 40%, 30%, and 30% for the 3 data sets, respectively. The training set is used to estimate the parameters of a classifier. The validation set is used to obtain estimates of the trained classifier’s performance using the parameters estimated from the training set and to select a classifier to apply to the test set. The test set is used to obtain an unbiased estimate of the chosen classifier’s performance, as suggested by Hastie and others (2001).

To get an unbiased estimate of how well a method works on independent data, a threshold has to be chosen a priori and the results obtained using that threshold on the test set are then presented. The threshold of the score used to get 90% specificity was chosen from the validation set and applied to the final test set to get our final unbiased estimate of performance.

We compare all the methods to the accuracy of the Papanicolaou smear in the following way. The accuracy of the Papanicolaou smear is estimated to be 52% sensitivity at 90% specificity from our validation set (we use the validation data results since we will be comparing the classification methods on this data set). This is consistent with estimates by Guillaud and others (2006) which place it at 90% specificity and between 50–60% sensitivity.

3. CLO METHOD

Swartz and others (2005) obtained estimates of the posterior log-odds of disease given the observed features for individual cells and then combined the cell-level estimates to calculate the posterior log-odds of disease at the tissue-section level. Their CLO method is briefly described here. Let \( Y \) be the binary indicator of the true class of the population (patient), \( Y \in \{0, 1\} \). Let \( S_i = x_{i1}, x_{i2}, \ldots, x_{in_i} \) be the unordered \( n_i \)-tuplet feature vectors measured on the \( n_i \) members (cells) from that population (patient). The \( n_i \) is assumed to be noninformative. The \( x \) can be univariate or multivariate features measured on each member. \( S_i \) is a vector of variable dimension of the patients’ cell-level measurements. Note that the cells (members) are a sample from the large population of cervical cells in a patient. Let \( \pi_0 = P(Y = 1) \) denote the prior probability (prevalence) of class 1 at the population level, and let \( f(S_i|Y = 1) \) denote the conditional distribution of the feature vector given the class \( Y \). Let

\[
\pi(S_i) = \frac{\pi_0 f(S_i|Y = 1)}{\pi_0 f(S_i|Y = 1) + (1 - \pi_0) f(S_i|Y = 0)}
\]
denote the posterior probability of class 1 at the population level given the features from its members. A critical assumption here is that, conditional on the class, the feature vectors for the members from the same population are independent and identically distributed (i.i.d.) with density \( f(x_i | Y) \) and, thus, can be written as

\[
f(S_i | Y = 1) = f(x_{i1}, \ldots, x_{in_i} | Y = 1) = \prod_j f(x_{ij} | Y = 1),
\]

and similarly given \( Y = 0 \). Using Bayes rule, the posterior log-odds of class 1 is

\[
\logit(\pi(S_i)) = \logit(\pi_0) + \sum_{j=1}^{n_i} \log \left( \frac{f(x_{ij} | Y = 1)}{f(x_{ij} | Y = 0)} \right).
\]

The CLO score can be estimated using the ratio of the densities \( \frac{f(x_{ij} | Y = 1)}{f(x_{ij} | Y = 0)} \) in (3.2).

Although there are superficial similarities between the CLO and naïve Bayes classifiers, there are important differences that distinguish the class of problems and assumptions. The main assumption in naïve Bayes is independence of the components of feature vector given the class. In contrast, CLO assumes independence of the components of feature vector given the class. In naïve Bayes, the unit of measurement and unit of classification are the same, which is not true in the CLO setting.

The density functions are approximated using a kernel density estimate, \( \hat{f}_h(x) = \frac{1}{Nh} \sum_{i=1}^{N} K(\frac{x-x_i}{h}) \), where \( K \) is some kernel, \( h \) is the bandwidth, and \( x_1, x_2, \ldots, x_n \) are i.i.d. observations (see, e.g., McLachlan, 1992). We used the biweight kernel, defined by \( K_b(x) = \frac{15}{16} (1 - x^2)^2 l_{|x| \leq 1} \). The bandwidth or smoothing parameter \( h \) affects the CLO method classification accuracy. The bandwidth is chosen by maximizing the classification accuracy in a grid of values.

The likelihood ratio is calculated by dividing 2 kernel density estimates. When the denominator of this ratio is close to 0, the value of the likelihood ratio is unstable. By mixing the density estimate with a uniform distribution before dividing the 2 densities, the likelihood ratio can be stabilized. Let \( \psi \) be the mixing parameter for the uniform distribution where \( 0 \leq \psi \leq 1 \). The new mixed likelihood ratio, denoted \( lr_{\psi} \), is given by

\[
lr_{\psi} = \frac{\psi \times g(x) + (1 - \psi) \times f(x | Y = 1)}{\psi \times g(x) + (1 - \psi) \times f(x | Y = 0)},
\]

where \( g(x) \) is the uniform distribution. For the support of the uniform distribution, we used either the sample range of the training set or the interval \([0, 5]\) since it is unlikely for the DNA index of a cell to be higher than 5 unless it is an image of overlapping cells or debris. There is a trade-off between stabilization of the likelihood ratios and how well the CLO method will be able to discriminate between the classes.

### 4. Extending the CLO Method to Heterogeneous Data

Our data did not appear to be homogeneous across patients within the same disease class, which violated the assumption in the CLO method that, conditional on the class, the feature values are i.i.d. with a common distribution across all populations of that class. For the feature DNA index, we noted that some of the density estimates were unimodal and others had additional modes, usually around 2. Figure 1 shows the density estimates for 2 diseased patients, both with a mode around 1 for the noncycling normal cells, but the second patient (dotted line) has 2 additional modes that includes cycling cells and other cells with a DNA index of around 4.5. The density estimate for all cells (pooled across all patients from the diseased class) suggests that most diseased patients did not have as many cells with DNA index greater than 2 as patient 2 had. The figure suggests the data were heterogeneous. We performed a permutation test to
Fig. 1. Density of pooled cells from all diseased patients in the training set and from two individual diseased patients. The dashed-dotted (blue online) line sample patient had an additional mode around DNA Index 4.5 whereas the dashed (red online) line sample patient did not.

test for heterogeneity in our data ($p < 0.001$). Details can be found in Section B.1 in the supplementary material available at *Biostatistics* online.

We model the between-patient heterogeneity by assuming the existence of an unobserved latent variable $U$, and assume that the features are i.i.d. given the class and the latent variable. We claim that the cell-level measurements may be regarded as i.i.d. since the cells are well mixed in the liquid suspension before being placed on the slide, there is no information in the ordering of the measurements nor in the location of the cells on the slide. Thus, the cell-level measurements may be modeled as realizations of exchangeable random variables, and according to the generalized version of de Finetti’s theorem (Hewitt and Savage, 1955), are conditionally i.i.d. given the patient. We further model patient to patient variability with the latent variable. Additionally, we use a discrete latent variable to approximate continuous or more complicated latent variables.
Denote the probability mass function of the latent variable given the class by \( f(u|Y) \). Given our assumption that conditional on both \( U \) and \( Y \), the micro-level observations within a macro-level unit were i.i.d., the density for the feature vectors given the disease state are given by

\[
f(x_{i1}, \ldots, x_{im}|Y) = \sum_u f(u|Y) f(x_{i1}, \ldots, x_{im}|u, Y) = \sum_u f(u|Y) \prod_j f(x_{ij}|u, Y).
\]

It follows that the log-odds of having disease given our feature vector is

\[
\logit(\pi(S_i)) = \logit\left(\frac{\pi_0 f(S_i|Y=1)}{\pi_0 f(S_i|Y=1) + (1-\pi_0) f(S_i|Y=0)}\right) = \logit(\pi_0) + \log\left(\frac{\sum_u f(u|Y=1) \prod_j f(x_{ij}|u, Y=1)}{\sum_u f(u|Y=0) \prod_j f(x_{ij}|u, Y=0)}\right).
\]

We refer to this method as the LACLO method.

When there are many micro-level observations, the product \( \prod_j f(x_{ij}|u, Y=1) \) can easily give exponential overflow or underflow, so we rewrite this equation to obtain more stable results. See Section B.2 of the supplementary material available at Biostatistics online.

We use a functional clustering method to estimate the densities \( f(x|u, Y) \) and probabilities \( f(u|Y) \), where \( u \) ranges over a finite set. This is implemented by computing a density estimate for each patient and then applying a clustering algorithm to the densities. Since nonparametric density estimates are functional data, this is functional data clustering. Most clustering algorithms require a similarity measure between the units being clustered. We investigated several such measures and settled on Euclidean metric on vectors obtained by evaluating the densities on a grid, which approximates the \( L_2 \) distance between the densities. We also used the \( K \)-means algorithm (MacQueen, 1966) although other algorithms, such as hierarchical clustering could be used.

The univariate density estimate of each patient’s cells’ DNA index was placed on a common, evenly spaced, 500-point grid either in the range of the training data or a range from 0 to 5. The density vectors were then clustered using \( K \)-means clustering, with \( K = K_1 \) within the disease group and \( K = K_0 \) within the nondiseased group. Once we had the clusters of patients, the proportion of patients put into a cluster was our estimate for the probability \( f(u|Y) \) of belonging in that cluster. The cells from all the patients clustered together were pooled to make a density estimate \( f(x|u, Y) \) for the cluster corresponding to \( u \). These densities \( f(x|u, Y) \) (for given \( u \) and \( Y \)) are then used to evaluate new observations in (4.1). The idea was that the distributions within each cluster were now approximately homogeneous. For a new patient, each cell’s density was calculated for each cluster for both disease states and the weighted sum was computed, weighted by the probability of belonging in that cluster as in (4.1).

Several factors can influence the classification performance, including the choices for \( \psi \) (the mixing parameter of the uniform distribution), the bandwidth \( h \) for the kernel densities, the number of clusters in each disease state, transformations of the variable (which amplify subtle differences which in turn can be detected by applying \( K \)-means clustering), and limiting the range of the variable (denoted as \( rng \)). To determine which choices of the parameters to use, we tried several choices of the parameters and saw how well the classifier worked on independent data. The \( \psi \) parameter was varied as 10 evenly spaced points between 0 and 0.02. \( h \) was varied as 10 evenly spaced points between 0.05 and 0.12 (values near the bandwidth chosen by Silverman’s rule of thumb, Silverman, 1986, for the patient with the number of cells). The number of clusters in each disease state was set as \( 1 \leq K_m \leq 10 \) for \( m = 1, 2 \). As shown in the next section, this range of \( K_m \)'s was suitable for our data. Transformations can help to amplify any subtle differences, which in turn can be detected by applying \( K \)-means clustering. The transformations done on DNA index included the log transformation, square-root transformation, and the identity transformation.
rng was set as either the whole range of the training data DNA indices or the range with upper limit truncated to 5. With so many factors, it was not possible to compute all combinations. We restricted our search to a 2-step optimization. At each step, the “optimal” parameters were chosen as the ones that had the largest partial AUC in the validation set. We first looked at every combination of the 3 transforms, all values of \((K_1, K_0)\), and both \(rng = [0, 5]\) and \(rng = \) the range of the training data, with given \(h\) and \(\psi\). We then fixed the parameters \(K_1, K_0, rng\) and the transformation and optimized on \(h\) and \(\psi\).

The R statistical package was used for the analysis (R Development Core Team, 2010). Code is available on request.

5. Results

To get a better sense of how heterogeneous data can affect the CLO method, we considered the following simulation. We constructed training, validation, and test sets with the same number of diseased and nondiseased patients as in our data (see Table 1 in the supplementary material available at Biostatistics online) and with 1000 cells per patient. The patient distributions were modeled using a mixture of normal distributions with 3 components with modes at \(\mu = (1, 2, 3)\). The mode at 1 models the normal cells, the mode at 2 models the cycling cells, and the mode at 3 models aneuploid cells. The variances were set as \(\sigma^2_1 = (0.1, 0.1, 0.4)\) for class 1 and \(\sigma^2_0 = (0.1, 0.1, 0.9)\) for class 0 and the weights were generated using the stick-breaking approach proposed by Sethuraman (1994), using independent beta random variables. We chose the parameters for the beta distributions to emulate our data, giving more weight to the component with mode around one, and having a larger variance for the class 0 third component than the class 1 third component. The weights of the second and third component of the mixture of normal distributions were drawn from a \(beta(10, 40)\) for the class 1 data and \(beta(1, 4)\) for the class 0 data. The LACLO and the CLO methods used the training data to build the model and were optimized by choosing the parameters that resulted in the largest partial AUC in the validation set. The optimal parameters for the LACLO method were \(K_0 = 7, K_1 = 10, \psi = 0,\) and \(h = 0.089\). The optimal bandwidth for the CLO method was 0.01 times the Silverman’s rule of thumb for the density of each class. The model was then trained on the combined training and validation sets using these parameters and applied to the test set to get an unbiased estimate of the performance of the methods. Figure 2 shows the ROC curves of the LACLO and CLO methods applied to the test data. The LACLO method outperformed the CLO method. The difference in the partial AUC between the LACLO and CLO method on the test set was statistically significant using 10,000 bootstraps (\(p < 0.001,\) see Section B.3 of the supplementary material available at Biostatistics online.).

The CLO method was applied to the real data from our study using the DNA index as a predictor. Density estimates were computed for \(f(x \mid Y = y), y = 0, 1\) from the training data. The prior prevalence of disease was 14%, estimated from the training data. The uniform distribution mixing parameter \(\psi\) was varied from 0 to 0.02 (10 evenly spaced points). The bandwidth was varied by multiplying the Silverman’s

<table>
<thead>
<tr>
<th>Method</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
<th>AUC (95% CI)</th>
<th>Partial AUC (0.8-1.0 specificity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLO</td>
<td>47% (37%, 57%)</td>
<td>90% (87%, 93%)</td>
<td>0.71 (0.65, 0.77)</td>
<td>0.41</td>
</tr>
<tr>
<td>LACLO</td>
<td>52% (42%, 62%)</td>
<td>92% (89%, 94%)</td>
<td>0.76 (0.7, 0.82)</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Table 1. Summary of estimated sensitivities for detecting High Grade Squamous Intraepithelial Lesion or worse versus Low Grade Squamous Intraepithelial Lesion or better on Test Set using the threshold that gave 90% specificity in the validation set.
bandwidth by a constant, ranging from 0.2 to 20 (11 values), for the normal and diseased patients separately (Silverman, 1986). We then computed the posterior log-odds for each $\psi$, bandwidth adjustment, and range choice.

Figure 3 shows the ROC curve of CLO using the range $[0,5]$, $\psi = 0$, and bandwidth factor 10. The best classifier we were able to find with CLO had an AUC of 0.71, a partial AUC of 0.41, and 47% sensitivity for 90% specificity.

In the first step of the optimization process, we chose between 1 and 10 groups in each disease state to calculate the LACLO score. We set the value of the bandwidth parameter, $h$, to be equal to 0.086 using Silverman’s rule of thumb for the patient with the largest number of cells. The uniform distribution mixing parameter $\psi$ was set to be equal to 0.01. The range $rng$ was set to be either the interval $[0,5]$ or the whole sample range of the training data. Using the whole range of DNA index showed an improvement over the range $[0,5]$. It is not surprising that the LACLO method worked well with the whole range of DNA index since LACLO can assign a cluster to the cases that had cells with a DNA index higher than 5.
The best partial AUC was 0.53 using 4 clusters in the nondiseased group and 5 clusters in the diseased group, the whole range, and the identity transformation.

In the second step of the optimization process, we fixed $K_0 = 4$, $K_1 = 5$, $rng =$ the training data sample range, used the identity transformation, and optimized over the $\psi$ and $h$ parameters. The bandwidth $h$ ranged from 0.05 to 0.12 and the amount to mix with a uniform distribution $\psi$ ranged from 0 to 0.02. We maximized the partial AUC in the validation data using parameters $h = 0.081$ and $\psi = 0$ (sensitivity of 65% at 90% specificity).

At 90% specificity, this represented a 18% increase in sensitivity compared to the CLO method. The ROC curve is presented in Figure 3. Note that the LACLO method with one cluster in each disease state is equivalent to CLO.

Figure 4 shows the density estimates for the 4 clusters used in the non-diseased class and the 5 clusters in the diseased class. The graphs are truncated between DNA index 1.25 and 5 since the density estimates were most different from each other in this range. There was much more variation among the density...
estimates in the diseased group than among those in the nondiseased group. The first cluster represents the patients who apparently had more cycling cells (between DNA indices 1 and 2), possibly due to the Hayflick limit where a high grade squamous intraepithelial lesion is likely to harbor a large aneuploid population around 1.7 as described by Rasnick (2000). The second disease cluster had the greatest proportion of cells with DNA index around 2 as well as many cells with a DNA index of around 4. The diseased and nondiseased representative density estimates were very different in appearance.

Using the threshold of the posterior log-odds score used to get 90% specificity from the validation set, we applied the methods to the final test set to get our final unbiased estimate of its performance, shown in Table 1. To compare 2 ROC curves in the test set, we constructed bootstrap confidence intervals of the difference between the partial AUCs (Dodd and Pepe, 2003). The LACLO method’s sensitivity decreased from 66% to 52%, yet the specificity increased slightly. On the test set, the LACLO ROC curve was very similar to that of clinical cytology. The LACLO method had an AUC of 0.76 versus 0.71 from CLO ($p = 0.075$). The partial AUC was statistically significantly higher for the LACLO method (0.47 vs. 0.41, $p = 0.01$). The ROC curves of the CLO and LACLO methods are shown in Figure 5.
Fig. 5. ROC Plot of CLO and Latent-class CLO Methods on test data using variable DNA Index. The LACLO method used 4 clusters in the normal patients and 5 clusters in the diseased patients, ψ = 0, & h = 0.081.

6. Discussion

Our primary goal was to create a general statistical framework for macro-level classification, especially for heterogeneous data with between-macro-level variation. The LACLO method showed an increase in classification performance over the CLO method in simulations and our application.

A potential drawback to the LACLO method is the number of tuning parameters: the number of clusters in each class, the bandwidth of the kernel densities, and the mixing parameter with the uniform distribution. Care has to be taken not to overtrain the algorithm. We used the strategy of separating the data into training, validation, and test sets. Other cross-validation methods could be employed. We observed that there was a wide range of values of the parameters where we got similar performance to that using the optimized parameters, suggesting that the results were not very sensitive to the exact choice of parameters. The extension to high-dimensional data is a challenge. Preliminary investigation of the use of an additional
variable with DNA index has produced promising results, but further research will need to be done for higher dimensional data.

From a clinical standpoint, we have developed an algorithm that performs at least as well as conventional cytology in a mix of diagnostic and screening patients. A comparison in the subset of screening patients was not possible due to the low prevalence of disease. Nonetheless, our results are important because of the obvious immediate benefits for automated screening for cervical cancer.

SUPPLEMENTARY MATERIAL

Supplementary material is available at http://biostatistics.oxfordjournals.org.
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